
12 The Analysis of Quantitative Data

Here, perhaps more than anywhere else, is where the logical basis of what we do in research becomes important.  Many students are terrified of statistics, and feel that the door to quantitative research is therefore closed to them.  There is no denying the value of being good at mathematics and statistics, when it comes to the analysis of quantitative data. At the same time, however, students can do good quality quantitative research without being mathematicians.  What is crucial is that they understand the logical basis of the techniques they use.  In addition, I strongly feel that all empirical researchers – including qualitative researchers - should understand these logical foundations (just as quantitative researchers should understand the logical foundations of qualitative empirical research).

Thus in this chapter, my main objective is to show the logical basis underlying the statistical techniques the chapter covers. The mathematics of the statistics (including formulas, equations, etc.) sits on top of these logical foundations.  The mathematics formalizes these logical foundations, stating them in precise mathematical terms and then deriving mathematically their consequences.  This chapter is about the logical bases, not the mathematics.

I have selected some central statistical concepts and techniques for this chapter.  Part of my teaching strategy is getting students used to thinking using quantitative concepts – for example, why we always talk about distributions of measures (or scores), and how we can describe distributions; and especially thinking in terms of variables, and what it means to say that variables are related.    

In trying to lay bare the logical foundations of these techniques, I use the compressed and technical descriptions which mathematicians and statisticians employ (e.g. minimizing the sum of the squared deviations; comparing within and between group variance, etc.) but then spend considerable class time ‘unpacking and decoding’ these expressions, showing their logic.  Thus:

· The mean – the point in a distribution about which the sum of the squared deviations is a minimum.  I spend time ‘decoding’ this statement, and showing what it means.  In so doing, I show the principle of least squares analysis, one of the fundamental ideas underlying statistics.  I illustrate this with simple distributions – e.g. test scores of 51, 49 and 50.  I show that it is not possible to find another number which produces a lower sum of squared deviations than 50 (the average).  In so doing, I work through deviation scores, and what they mean, why we need to square them (another fundamental principle of statistics), and so on.

· Why variance is important (with connections to chapter 10) and how it is measured.  I compare the distribution 51, 49 and 50 with the distribution 100, 50 and 0, to show that just reporting the mean (50 in both cases) can be quite misleading.  We need also to report the standard deviation or variance.  I extend the idea of variance to the idea of covariance.

· How a simple cross tabulation – which students find easy to understand –  leads to a contingency table, then on to chi square; the logic behind the computation of chi square.

· The central idea of ANOVA – comparing between-group variance with within-group variance; what within-group variance means;  what between-group variance means;  why the F ratio, comparing the two, intuitively and logically makes sense – how it formalizes the analysis of data in an experimental or quasi-experimental situation.

· How ANOVA extends to ANCOVA; how ANCOVA is really ANOVA using adjusted dependent variable scores – that is, the original dependent variable scores are adjusted so that the effects of the covariate(s) is removed.

· Simple correlation: Once again, I think all research students should understand the logic of this.  I spend class time plotting scores on two axes, to show correlation geometrically.  Then I move from geometry to algebra using r.  I discuss what it means to say correlation is based on covariation.  I show the ingenuity behind r, and how with simply a sign (+ or -) and a number between 0 and 1 it can summarise and convey so much information for us.  I then show how squaring r gives an estimate of the amount of variance in one variable accounted for by the other.  I relate this back to accounting for variance.  

· Multiple correlation and regression:  I review the conceptual framework of several independent variables and one dependent variable, and show how simple correlation generalizes to multiple correlation and regression.  I discuss the results from MLR in detail, both the squared multiple correlation coefficient and amount of variance accounted for, and beta weights and the contribution of different independent variables.  I then show how designing research in terms of MLR can lead to research programs with different dependent variables (school achievement, other examples) and how these programs can inform intervention strategies.

· Factor analysis: One of the most widely used data reduction techniques; the logic behind it, the placing and rotating of axes in multidimensional space; the idea of orthogonal factors and uncorrelated factor scores – why and how this can be useful.

· Statistical inference:  I spend considerable time explaining the reasoning here, and the problem which gives rise to it.  Because virtually every quantitative research report contains statistical significance levels (p<.05, etc.), I think even consumers of research need to understand what the problem is here, and how – on a logical basis – it is dealt with.  

3

